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Necessary Psychometric Qualities of Screening Instments

A quality screening instrument should have a nadfif high success rate of appropriately
identifying students categorized in some manner. ekample, the STAR Reading (Renaissance
Learning, 2014) should do a good job of identifymlgich students will and will not pass the
Pennsylvania System of School Assessment (PSSAJiRetest, the accountability measure
utilized in Pennsylvania under the federal No Chidt Behind (NCLB) act.

Since much of the early work on using screening tapredict an outcome comes from
medicine, the quality of a screening instrumentdgiby focuses on its ability to predict some
negative outcome. In medicine, for example, antedeardiogram (EKG) is a relatively non-
invasive screening of the heart’s functionalityheTdata from the EKG are interpreted to
determine the level of risk associated with angatar heartbeat, damage to the heart tissue,
changes in the thickness in the walls of the heart)ectrolyte imbalances in the body. While
an EKG alone does not unequivocally rule-in orau these abnormalities, an EKG does a
fairly good job of identifying which patients areamn increased risk. If the risk is high enough,
the medical team likely will refer for additionahore invasive testing to increase the confidence
that a medical condition is present or not.

In the case of academic or behavioral screeningdiication, screenings are typically
performed to determine which students are in jedbpaf failing the PSSA Reading or
experiencing significant social and behavioral ldrajes. Regardless of the context in which the
screening is performed (i.e., education, medicijuglgment of the qualities of a screening
instrument requires analysis of a few statisticapprties of the screening instrument. These
gualities are affected by the selected threshaldubscore, recorded on the screening
instrument.

Sensitivity and Specificity

Sensitivity, the first technical necessity of aesrer, is the number of true positives
nominated from a particular cut score achieved soreener (Meehl & Rosen, 1955). For
example, a cut score on STAR Reading associatdd80ib6 sensitivity means that 80% of
students who fail the PSSA Reading are correctntified by that particular cut score (e.qg.,
positive screening). Accepted, minimal standaaigHe sensitivity of a screener are 70%
(Glascoe, 2005; VanDerHeyden, 2011).

A second salient psychometric quality of screermespecificity. Meehl and Rosen
(1955) identified specificity as the percentagéroé negatives nominated from a particular cut
score on a screener. A 90% specificity means0#t of students who passed the PSSA
Reading are accurately categorized by the STAR iRgatreening cut score (e.g., negative
screening). That is, 90% of students who passe®85A Reading also achieved a STAR score
above a patrticular cut score. Glascoe (2005) atdita specificity level 80% is desirable “so as
to minimize overreferrals” (p. 174).
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Likelihood Ratios

VanDerHeyden (2011) proposed a simpler solutiaiméoproblem of interpreting
screening data in an effective and ethical manfée noted that sensitivity and specificity,
while relatively stable despite varying prevalenates emblematic of educational classification
decisions, “offer little information about the valof a [screening] finding for ruling-out or
ruling-in a condition” (p. 342). Specifically, sstivity and specificity do not provide educators
with the probability that a student with a partanuscreening score will fail or pass the PSSA
Reading. Predicting the likelihood that a studeifitpass or fail the high-stakes test is precisely
what educators are most interested in calculatioig fa screener so that appropriate
interventions and supports can be delivered foegiation prior to the high-stakes test.
Specificity and sensitivity do not provide for suelprediction because the precision of the cut
score on the screener is only determined aftehitjie stakes test is completed. Moreover, cut
scores built in sensitivity and specificity onlydinate the proportion of all failures and passes on
PSSA (sensitivity and specificity, respectively) tbat particular score. Sensitivity and
specificity do not provide educators with any legktonfidence that, for this particular student,
he or she will fail or pass the PSSA.

Given the limitations associated with sensitivindaspecificity interpretation, educators
are called to compute and interpret positive arghtiee likelihood ratios (LRs). LRs are the
likelihood that a certain outcome will occur givamparticular performance on a screening
measure. LRs, in conjunction with specificity asmhsitivity data, provide useful guidance to
educators who need to decide whether full evalnasavarranted given a particular screening
outcome. As with sensitivity and specificity, LBisange depending on the screening cut score
selected.

A positive LR (LR+) is the probability of a posié outcome given a positive screening
(i.e., particular score on the screener). Thie liatcalculated by dividing the probability of an
individual with a positive outcome having a postiscreening by the probability of an individual
with a negative outcome having a positive scree(ManDerHeyden, 2011). In the context of
reading screening, a LR+ relates to the probalitiy a student who failed the PSSA Reading
achieved a particular cut score on a the STAR Rwgstireener divided by the probability that a
student who passed the PSSA Reading achievedriiea# score on the STAR Reading
screener. This statistic indicates the odds tlestudent will fail the PSSA Reading if a
particular cut score on STAR Reading is achieved.

Interpretation of LR+s is fairly straightforwardtwia LR+ = 1 indicating the STAR
Reading screener does not predict PSSA Readingdabove random chance. A negative
valence to the LR+ indicates a decreased probaghaitiereas LR+s with a positive valence
indicate increased probability of the particularesning performance to predict failing the PSSA
Reading. The absolute value of the LR+ repred@etsnagnitude of the probability with LR+s
of 1-2 indicating minimal probability; 2-5 indicatj small probability; 5-10 indicating moderate
probability; and >10 indicating large and conclesprobability (Office of Medical Education
Research and Development, Michigan State Universitl). Therefore, the larger the
magnitude of the positive valence to the LR+, tlereraccurate the screening cut score is at
predicting failing the PSSA Reading.
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A negative LR (LR-) is the probability of a nega&tigutcome given a negative screening.
This is calculated by dividing the probability of andividual with a positive outcome having a
negative screening by the probability of an indidbwith a negative outcome having a negative
screening (VanDerHeyden, 2011). Again, in the exintf reading screening, a LR- is the
probability of a student who failed the PSSA Regdinhieving the cut score on the STAR
Reading screening divided by the probability ofualent who passed the PSSA Reading
achieving the same cut score. This statistic Begthe odds that the student will pass the PSSA
Reading if screening performance is at particudrscore.

LR-s range from zero to 1 with values closer t@mzepresenting a stronger likelihood
that a STAR screening performance at that partiauascore accurately categorizes the student
as failing the PSSA Reading. General interpretagividelines indicate that an LR- from 0.0 —
0.2 provides relatively high probability that thedent will pass the PSSA Reading if the student
performs at that particular cut score. An LR- frBr2 — 0.5 represents a moderate probability
that a student will pass the PSSA Reading if thdestt performs at that cut score. An LR- from
0.5—1.0is interpreted to mean there is a venymal probability that the student will pass the
PSSA Reading if that cut score is achieved. Igeal LR- closest to zero is preferable (Office
of Medical Education Research and Development, idaih State University, n.d.); however, a
balance between a large LR+ and a small LR- musebetiated.

[llustration

The following is an illustration of how to calcudaaind utilize sensitivity, specificity,
LR+, and LR- statistics within the context of a goercially-available universal reading
screener used to measure annual skill acquisitidrpaedict performance on a high-stakes
NCLB accountability test (i.e., PSSA). Additionalinterpretive comments are embedded to
help the reader understand how these statisticsdomanyilized when making data-informed
decisions about students and access to tiered maadepports.

Setting and Instrumentation

The Any Area School District (AASD) universally sened all third through sixth grade
students in 2012-2013 using the Student Risk SorgeScale (SRSS; Drummond, 1994) and
STAR Reading (Renaissance Learning, 2014). TheSSR&s completed in October, 2012 and
again in January, 2013 per standardized proce@dumepractices of behavioral screening.
Briefly, teachers completed the SRSS by rating saitlent on seven items using a four-point
Likert scale. Previous research provides ampldexde for the reliability and validity of the
SRSS as a screener of externalizing problem befsfliane, Kalberg, Bruhn, Mahoney, &
Driscoll, 2009; Lane, Little, et al. 2009). The AR Reading screeners were completed in early
September and January per standardized procedures.

STAR Reading data were analyzed from fall and wisteeening periods. SRSS scores
were entered by classroom teachers into Performlusg a secure web-based data warehouse,
in November, 2012 and February, 2013. The PSSAliIRgassessment was administered in
April, 2013.
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Archival data from students in third through sigtlades in the AASD were included in
the analysis. Publicly available demographic dataach of the four elementary schools were
merged with the obtained archived, anonymous aapadvide a thumbnail sketch of the district
make-up. Demographic data by each of the four eteany schools are summarized in Table 1.
Limited demographic data on the sample were availpér the approved Institutional Review
Board (IRB) protocol. The number of females andesi@er grade level in the sample are
indicated in Table 2. The exact number of stuslenth Individualized Educational Programs
(IEPs) for each building was not available to teesarchers, although 13.7% of all students in
AASD were identified for special education servigeghat year. Data from all students with
disabilities, however, were included in the statsdtanalyses.

Table 1
Demographic Data for AASD Elementary Schools 2001122

% Free / PSSA
Reduced % Racial Reading PSSA Math
School Grades Enrollment Meals Minority  Proficiency Proficiency

A K-6 490 36.5% 10.1% 75.9% 86.4%
B K-6 522 42.3% 10.8% 68.7% 78.6%
C K-6 515 40.6% 8.9% 70.1% 78.5%
D K-6 513 41.3% 19.9% 66.4% 74.4%

All data, including demographic information andesssnent scores, were compiled into a
spreadsheet by an AASD technology specialist. déta were de-identified by district personnel
before sharing with the researchers per the proeenlutlined in the approved IRB protocol.

Table 2
Sample by Sex and Grade

Total Students Male Female
39 Grade 309 149 (48%) 160 (52%)
4" Grade 294 165 (56%) 129 (44%)
5t Grade 305 157 (52%) 148 (49%)
6" Grade 303 161 (53%) 142 (47%)

Note.Rounding of percentages may result in percentsg@sning
to more than 100%

Utility of STAR and SRSS in Predicting PSSA ReadindPerformance

To determine the utility of STAR Reading and SR&8IE&nd winter screenings in
predicting PSSA Reading performance, Pearson ebioak were computed and logistic
regression was performed. Logistic regressionyarsaéxplores the predictive power of
independent variables on a dichotomous dependeiable In this case, logistic regression
measured the significance of STAR Reading and SR$&dicting failing or passing the PSSA
Reading test.
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Local cut scores. To ultimately generate locally-derived cut scomesf the universal
screening, Receiver Operating Curve (ROC) analses completed. Specificity values are
graphically represented through a ROC graph. A R@Ph shows true positives on the X axis
and false positives on the Y axis for a given premtiand its outcome measure. The diagonal
line through the middle of the ROC graph represeartdom chance of a predictor accurately
categorizing the outcome (50% sensitivity & 50%csfiety). The area under the curve (AUC)
value represents the accuracy of the screeningatwblanges in value from 0.0 (no predictive
benefit) to 0.5 (50% accurate predictor) to 1.0f@u predictor). AUC values are typically
interpreted: 0.0 — 0.4 (worse than random char@cg);- 0.6 (poor), 0.6 — 0.7 (weak), 0.8 — 0.9
(moderate), and 0.9 — 1.0 (excellent).

Separate ROC analyses were completed for theafiltppredictor variables: STAR
Reading Fall, grades 3 through 6; STAR Reading ®vjrgrades 3 through 6; SRSS Fall, grades
3 through 6; and SRSS Winter, grades 3 througB#ing screening scores were not included in
the analysis because they occurred after the P&8SAvas administered. Thus, prediction of
early-spring PSSA was not informative using latergpSTAR or SRSS.

Sensitivity and specificity values for fall and wen STAR Reading scores at each grade
were entered into a spreadsheet. This spreadshleatated positive and negative likelihood
ratios for scores from each assessment. The odearused these values, which were derived
from district data, to recommend possible localsadres.

Results

Utility of STAR and SRSS in predicting PSSA readingoerformance. Significant,
strong positive correlations were found between BTReading scores and the PSSA Reading
test,r = .758-.812p < .001, at all grades and for each universal sanggreriod analyzed. This
means that as a student’s STAR Reading test scoreaises, the predicted PSSA Reading score
will also increase. SRSS scores had moderate imegatrrelations with the PSSA Reading test,
with r values between -.378 and -.479. As a studentisesin the SRSS increases, his or her
predicted score on the PSSA Reading test will desgre

Table 3
Pearson Correlations Between Independent VariablesPSSA Reading Scores

STAR SRSS

34 Fall .768* - .369%
39Winter .758*  -.465*

4" Fall TT3* -414%
4" Winter .812**  -.378**

5% Fall TT2%% - 432%*
5N Winter .772**  -.403**

6" Fall 788* - 501**
6" Winter .783**  -.479**
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*p<.05;*p<.01

Logistic regression was completed to determineuthigy of STAR Reading and SRSS
in predicting a failing or passing score on the R&&ading test. The model contained two
independent variables (SRSS and STAR Reading)renddpendent variable of PSSA Reading
test. The logistic regression was repeated aafallwinter for each grade level.

Random chance prediction of passing the PSSA teahsthat we would predict all
students to pass the PSSA. Using last year'simgasaie of 72% as our only indicator of passing
the PSSA Reading the current year, our random eharediction model (predicting 100% pass
rate) would result in 72% of those predictions eagcurate. This predictive scenario is the
chancescenario by which any other prediction modelsteséed to determine if the predictive
model is improved (Berry, 1996).

At each grade level and benchmark period, usingnabination of STAR Reading and
SRSS increased accuracy in predicting the PSSAiRg&dm chance. For example, in fall of
sixth grade, there was 72% accuracy in predictipgssing score on the PSSA Reading test
without considering any predictive measures. Wiing STAR Reading and SRSS as
predictors, there is 80.6% accuracy in predictip@ssing score on the PSSA Reading test.
General rules of thumb suggest that increasingdigiion model by 5% is considered
practically useful above the random chance modeWwgll, 2010). As noted in Table 3, all
models that included STAR and SRSS improved predictalue over the chance model.

Table 3
Accuracy in Predicting Passing or Failing ScoreP8SA Reading with and without Predictors
of STAR Reading and SRSS

Accuracy without  Accuracy with STAR  Accuracy Change

STAR and SRSS and SRSS

39 Grade

Fall 79.6% 88.0% +8.4%

Winter 79.6% 86.6% +7.0%
4" Grade

Fall 65.9% 82.0% +16.1%

Winter 66.2% 84.9% +18.7%
5% Grade

Fall 66.7% 84.8% +18.1%

Winter 62.9% 84.2% +21.3%
6" Grade

Fall 72.3% 80.6% +8.3%

Winter 72.6% 82.2% +9.6%

Note.The accuracy without STAR and SRSS model useg@réngous year's PSSA Reading
passing rate to estimate the accuracy rate of giregithe chance model (i.e., 100% pass rates)
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Next, analyses of the strength of each of theipted (STAR and SRSS) were
considered to determine if both or only one ofghedictors added predictive value over the
chance model. For all but two models (WintérGrade and Fall'2Grade), SRSS was not a
significant predictor in the model. In other wardasthe majority of models, SRSS did not
meaningful contribute to predicting PSSA Readingres above what was already predicted by
STAR Reading. STAR Reading scores were signifiegdpt<.001 at all grade levels and
benchmark periods, providing empirical evidence 81BAR Reading is a meaningful predictor
of PSSA Reading performance. Additionally, SRS&egally did not meaningfully add to the
prediction of PSSA Reading. See Tables 4-7 farlte$rom each grade level analysis.

Table 4
3 Grade Logistic Regression Variables in the Equatd STAR Reading and SRSS Predicting
PSSA Reading

B SE df Sig. Exp(B)
Fall SRSS .082 .060 1 174 1.085
Fall STAR -.020 .003 1 <.001 .980
Constant 4,615 .881 1 <.001 100.969
Winter SRSS .180 .072 1 .012 1.197
Winter STAR -.018 .003 1 <.001 .982
Constant 5.149 1.210 1 <.001 172.332

Table 5
4™ Grade Logistic Regression Variables in the Equatb STAR Reading and SRSS Predicting
PSSA Reading

B SE df Sig. Exp(B)
Fall SRSS 157 .076 1 .038 1.170
Fall STAR -.017 .002 1 <.001 .983
Constant 6.658 1.169 1 <.001 778.665
Winter SRSS -.017 .070 1 .809 .983
Winter STAR -.018 .002 1 <.001 .983
Constant 8.460 1.296 1 <.0014719.911

Given the results of the logistic regressions, eghent prediction analyses focused
exclusively on STAR Reading predicting PSSA Readiinge lack of robust empirical evidence
indicating SRSS meaningfully contributed to thedicBon of PSSA Reading was somewhat
surprising given contradictory results in otherdsts (Kalberg, Lane, & Menzies, 2010; Lane,
Oakes, Menzies, Oyer, & Jenkins, 2013); however diita from this sample did not support
inclusion of SRSS in the remaining analyses.
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Table 6
5t Grade Logistic Regression Variables in the Equatid STAR Reading and SRSS Predicting
PSSA Reading

B SE df Sig. Exp(B)
Fall SRSS .053 .059 1 374 1.054
Fall STAR -.017 .002 1 <.001 .983
Constant 8.614 1.285 1 <.0015507.573
Winter SRSS .082 .055 1 134 1.085
Winter STAR -.016 .002 1 <.001 .984
Constant 8.652 1.293 1 <.0015719.859

Table 7
6" Grade Logistic Regression Variables in the Equatid STAR Reading and SRSS Predicting
PSSA Reading

B SE df Sig. Exp(B)
Fall SRSS .091 .051 1 .076 1.095
Fall STAR -.011 .002 1 <.001 .989
Constant 5.723 1.016 1 <.001 305.865
Winter SRSS .004 .052 1 .932 1.004
Winter STAR -.011 .002 1 <.001 .989
Constant 6.578 1.123 1 <.001 719.329

Locally-derived cut scoresMeasures of sensitivity and specificity, along with
likelihood ratios were calculated to determine laxd scores and facilitate the probability of
passing or failing the PSSA at any given STAR aR&S score. The first step in this process
was ROC curve analysis. AUC calculations were isbastly higher for STAR Reading scores
compared to SRSS scores from respective periolls iddicates higher predictive accuracy of
STAR Reading to PSSA Reading compared to SRSSqbireglPSSA Reading.

Table 9
AUC Values for STAR Reading and SRSS Predicting PSS
STAR Reading SRSS

34 Fall .925 .758
39 Winter .905 .821
4" Fall .897 775
4" Winter .907 .703
5% Fall .926 740
5% Winter .928 .749
6" Fall .890 748
6" Winter .891 .695

Note.STAR Reading AUC values denote how well a higloeres on STAR Reading predicts
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a passing score (proficient or advanced) on theAS&ading test. SRSS AUC values denote
how well a higher SRSS score predicts a failing ®88ading score.

Sensitivity, specificity, and likelihood ratios veecalculated using ROC analysis values.
Because it was determined through linear regreshi@mnSTAR Reading was a strong predictor
of PSSA Reading and that SRSS did not meaningéalhtribute to the prediction over that
which was predicted based on STAR Reading alorng,®PAR Reading cut scores are
provided. Table 10 lists proposed locally-derieeil scores for AASD at grades 3 through 6 at
the fall and winter benchmark periods. Again,sedres for spring were not calculated due to
the spring STAR Reading assessment occurring thigePSSA Reading test.

Table 10
Proposed Local Cut Scores for Predicting PSSA Repdith Fall and Winter STAR Reading
Sensitivit Positive Negative Likelihood
deal Y Specificity  Likelihood Ratio Ratio
STAR >.70) (ideal >.80) (ideal >2.0) (ideal <0.2)

3 Fall 314 .83 .83 4.98 0.20

39 Winter 366 .75 .87 5.92 0.29

4" Fall 479 .86 75 3.43 0.19

4N Winter 549 .88 72 3.13 .016

51 Fall 569 .94 a7 4.00 0.08

5" winter 622 91 77 4.01 0.12

6" Fall 682 .92 72 3.27 0.11

6" Winter 735 91 .70 3.04 0.13

Table 11 provides a sampling of multiple STAR Reagdicores at winter of 8grade
level with each score’s respective technical queslit Additionally the table offers a review of
the same psychometric qualities of the nationadlyivabd cut score. Finally, the difference in the
number of students identified as being at riski&lmg the PSSA Reading at each of the four
elementary schools using the various locally-geeedraut scores is provided. These data were
generated so that school teams could tangibly thet@otential change in numbers of students at
risk depending on which cut score (national vetsaal) was used. A positive valence to the
difference in the number of students identifiedHtosy local versus national cut scores indicates
that the locally-derived cut score identified metedents as being at risk for failing the PSSA
Reading compared to the national cut score. Athegaalence to the difference in the number
of students identified by the local versus natiandlscores indicates that the nationally-derived
cut score identified more students as being atfaskailing the PSSA Reading. Space
limitations prevented providing similar comparisdosall other benchmark periods (fall and
winter, 3rd through 6th grades).
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Table 11
Side-By-Side Comparison of Nationally- and Loc@lrved Winter STAR Cut Scores

Difference in Number of Students

STAR SS Sensitivity Specificity LR+ LR- School School School School
A B C D
Nationally-Derived
352 62% 92% 8.060.40 nl/a n/a n/a n/a
Locally-Derived
387 82% 82% 4.450.22 10 10 7 9
379 78% 84% 4.720.26 7 9 7 9
366 75% 87% 5.920.29 4 6 4 4
359 70% 91% 7.630.33 1 3 1 1
351 63% 92% 8.06040 O 0 0 0

Note.SS = Standard Score; LR+ = Positive Likelihood &dtR- = Negative Likelihood Ratio
Discussion

Use of STAR Reading in predicting PSSA Reading soes. STAR Reading scores
were found to have a stronger correlation to PS8aditg scores than SRSS, which had a
moderate correlation with PSSA. Logistic regressletermined that it would be most beneficial
to use STAR Reading scores and SRSS scores itigsolehen considering intervention
planning.

Anecdotal concerns raised by teachers in the AA&Igssted that the STAR Reading
cut scores were not as precise (accurate) as alfigthought. This led to concerns that the
STAR Reading test was not identifying students abimally needed intervention. In other
words, it was thought that STAR Reading cut scdezs/ed from the national normative sample
may have been too low. STAR Reading sets its naktioenchmark cut-off at the B@ercentile
of its normative group for each grade and benchrparlod. Further, the 40percentile rank
was based on students’ performance on a nationalimmed achievement test, not the PSSA.
Given the known differences in rigor among staioaatability tests (Kingsbury, Olson,
Cronin, Hauser, & Houser, 2004), it is likely mgnescise to predict STAR performance to the
PSSA than STAR performance to some other exteritation. In comparing STAR Reading
benchmarks with locally-derived cut scores, STARdbenark scores were consistently lower.

The locally-derived cut scores summarized in Tdl®levere chosen because they had
adequate technical properties (e.g., sensitiviggcHicity, LR+, and LR-) to predict a passing
score on the PSSA Reading test. Table 11 offerftusitration comparing the national and
locally-generated (and proposed) cut scores. kamele, the STAR Reading national
benchmark score for Fall%3yrade is 352. Using data from AASD, this sconeexponds to a
sensitivity index of 62% and a specificity index3®%. These statistics indicate that 63%'®f 3
grade students who failed the PSSA Reading tesatiradl STAR Reading score of 352 or lower
(sensitivity). Moreover, 92% of8students who passed the PSSA Reading test sc@%2 ar
higher (specificity). With the publisher’'s natidlyaderived cut score of 352, the district can be
confident that 62% of students who fail the PSSAdrag test earned a STAR score of 352 or
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lower. However, 38% of students who failed the RR&ading scored above the 352 cut score.
In other words, using a cut score of 352, the idisis under-identifying up to 38% of students
who may be in need of reading intervention. Thascpntage is largely considered unacceptable
as it means far too many students are screenesl¢ortsidered not at-risk for PSSA failure
when, in fact, they are at-risk.

In comparison with nationally-derived STAR Readirayms, consider a fall of8grade
cut score of 387, which was generated from localifained data. This score has a LR+ of 4.45,
considered moderate, but acceptable in educalfibrs means that the district can be moderately
confident that a student scoring 387 will fail P8SA Reading test. A score of 387 has a
sensitivity index of 82% and a specificity index8#%. This means that 82% df grade
students who failed the PSSA Reading test hadra £¢387 or lower; however, 18% of 3
graders who failed the PSSA actually screened higifae a 387. Eighty-five percent of
students who passed the Reading PSSA scored a B8yher; however, this also means that
15% of students who passed the Reading PSSA sbeled 387. Changing the Falf3rade
PSSA Reading cut score from 352 to 387 could attwndistrict to identify an additional 20% of
students who are in risk of failing the PSSA Regdeast while only falsely identifying 10%
more students of potential failure when, in faogyt passed the PSSA Reading (i.e., difference in
specificity indices).

Notice that the recommended decision rules abavéiéfierent from what the STAR
program suggests. Two reasons for this dispgafytocally-derived norms often tend to be
more precise than national norms at predictinggoerénce on an outcome measure (Ferchalk,
2013); and (b) the predicted variable when the STvsR validated was not the PSSA — likely
the Group Reading Assessment and Diagnostic Evatuat Stanford Achievement Test.
Therefore, an increasing call for local normingnade in the literature, especially when using
these data to allocate students to limited ressurce

What does this mean for the district? Settingllgaderived cut scores higher than
national cut scores will likely identify more studs as potentially being in need of reading
intervention; this becomes a matter of resourazation. Practically speaking, considering
locally-derived cut scores should lead to convéraatabout students. During data analysis
meetings, the team should consider both nationahlglocally-derived cut scores. The
recommendation would be to look at the nationadlynded cut score and then the locally-
derived cut score and discuss the students whbdalNeen those scores. Questions should be
raised about these students as to what additi@talate available (or should be collected) to
more precisely determine risk and assignment tot@nvention group.
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How to Use the Excel Spreadsheet to Compute LR+ andR-

Calculating Sensitivity, Selectivity, LR+, and LR-

1. Import data from Excel file into SPSS - likely wileed to insert an underscore () for all
spaces in the variable names listed in excel. 3#8S not like spaces in variables.
2. Make sure all data in SPSS are coded correctlyig\kr View).
a. Use this screen shot as an example to make suwrelathns for each data column
are correctly coded.

2 1 e o (Dtaer] M SPS St Do ivor

File Edit View Data Transform Analyze Graphs Utilities Add-ons Window Help

HE M~ BLEE HBX BN 199 %

Name '_ Type | Width | Decwmals'_ Label Values | Missing | Columns | Align Measure Role
1 StudentlD Numeric 12 0 StudentlD None -9 12 Right &> Nominal “ Input
2 Sex Numeric 12 0 Sex {1. Male}... -9 12 Right & Nominal N Input
3 Grade Numeric 12 0 Grade {6, Bth} . -9 12 Right & Nominal “ Input
4 Race Numeric 12 0 Race 1, America... -9 12 Right &5 Nominal “ Input
5 School String 22 0 School i1, |9 22 Left &5 Nominal “ Input
6 SchoolCode Numeric 12 0 SchoolCode {1, . |-9 12 Right &5 Nominal “ Input
7 ED_Status String 8 0 None -9 8 Left &> Nominal “ Input
8 ED_Code Numeric 12 0 EconDis Status {1, Free /R -9 12 Right & Nominal N Input
9 IEP String 3 0 None -9 3 Left &5 Nominal “ Input
10 IEP_Code Numeric 12 0 |EP Status {1, IEP forL... -8 12 Right &5 Nominal “ Input
11 Fall_SRSS_Steal Numeric 12 0 None -9 12 Right & Scale “ Input
12 Fal_SRSS_LCS Numeric 12 0 None -9 12 Right & Scale “ Input
13 Fall_SRSS_Beh_Prob Numeric 12 0 None -9 12 Right & Scale “ Input
14 Fall_SRSS_Peer_Rej Numeric 12 0 None -9 12 Right &7 Scale N Input
15 Fall_SRSSLow_Ac_Ach Numeric 12 0 None -9 12 Right & Scale “ Input
16 Fall_SRSS_Meg_Att Numeric 12 0 None -9 12 Right & Scale “ Input
17 Fall_SRSS_Agg Numeric 12 0 None -9 12 Right & Scale “ Input
18 Fall_SRSS_Total Numeric 12 0 Fall SRSS Total  None -9 12 Right & Scale “ Input
19 Fall_SRSS_Level String 13 0 None 9 13 Left & Nominal “ Input
20 Fall_STAR_SS Numeric 12 0 Fall STAR 838 None -9 12 Right &7 Scale “ Input
21 Fall_STAR_PR Numeric 12 0 Fall STAR PR None -9 12 Right &7 Scale “ Input
22 Fall_STAR_Descriptor String 19 0 None -9 19 Left & Nominal “ Input
23 Winter_SRSS_Stealing Numeric 12 0 None -9 12 Right & Scale “ Input
24 Winter_SRSS_LCS Numeric 12 0 None -9 12 Right & Scale “ Input
25 Winter_SRSS_Beh_Prob Numeric 12 0 None -9 12 Right & Scale “ Input
26 Winter_SRSS_Peer_Rej Numeric 12 0 None -9 12 Right & Scale “ Input
27 Winter_SRSS_Low_Ac_Ach  Numeric 12 0 None -9 12 Right & Scale “ Input
28 Winter_SRSS_Meg_Att Numeric 12 0 None -9 12 Right & Scale “ Input
29 Winter_SRSS_Agg Numeric 12 0 None -9 12 Right &7 Scale “ Input
30 Winter_SRSS_Total Numeric 12 0 Winter SRSS T._. None -9 12 Right &7 Scale “ Input
31 Winter SRSS_Level String 13 0 None ] 13 Left & Nominal “ Input
32 Winter_STAR_SS Numeric 12 0 Winter STAR 85 None -9 12 Right & Scale “ Input
33 Winter_STAR_PR Numeric 12 0 Winter STAR PR None -9 12 Right & Scale “ Input
34 Winter_STAR_Descriptor String 19 0 None 9 19 Left &5 Nominal “ Input
35 Spring_SRSS_Stealing Numeric 12 0 None -9 12 Right & Scale “ Input
36 Spring_SRSS_LCS Numeric 12 0 None -9 12 Right & Scale “ Input
3 Spring_SRSS_Beh_Prob Numeric 12 0 None -9 12 Right & Scale “ Input
38 Spring_SRSS_Peer_Rej Numeric 12 0 None -9 12 Right & Scale N Input
39 l?Trmn SRSS |ow Ac Ach  Numerc 12 0 Ione -9 12 = Riaght Scale S Input

3. Notice that labels were added to some of the viesado that when output is created, the
label appears.

4. Values columns need to be entered in by hand ubangodebook provided in the
original Excel file.
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5. A new variable was created at the end called, “PFB¥SS.” This is a dichotomous
variable. PSSA performance needs to be dichotafrimemany of the analyses
computed. This is the easiest way to create tigble and populate it automatically:

Select “Transform” “Recode into Different Variable”

Highlight “PSSA_Descriptor” variable and move itesvto the middle window

labeled “Input Variable Output Variable:”

Label the Output Variable “PSSA PASS” and typesnabel “PSSA Pass / Fail”

Click “Old and New Values”

In next window, enter “Basic” in the “Old Value” hee.

Then type in “2” for the “New Value” value

Click “Add”

Repeat e — g for Below Basic (also coded as 2fjd#ent (coded as 1), and

Advanced (coded as 1).

i. Click “Continue”

J.  Click “Change” under the right-hand side, Outputisle

k. Then click “OK”

I.  Double check that a new variable with appropriatging of 1s and 2s appears in
the Data View.

6. Code all variables to include a Missing Value af @PSS considers blank cells as a 0 in
some analyses, and this would not be appropriateost cases.

a. Go back into the data file to replace all blankscelith -9.
b. Select “Transform” “Recode into Same Variables”
i. Move all variables into the “Variable” window. Yanay need to do this
step separately for Nominal v. Interval data.
ii. Once all variables are moved to the right siddhefwindow, select “Old
and New Values”
lii. In“Recode into Same Variables: Old and New Valuesidow, under
“Old Value” section of the window, select radialttmun “System-
missing.” The within the “New Value” section ofethvindow, enter “-9”
for the Value.
iv. Then select “Add”
v. Then select “Continue”
vi. Then select “OK”
vii. At this point, all the selected variables shoultvri@ve -9 indicated in
cells that were previously empty.

7. Run descriptives and frequencies for all variabdesiake sure the data are coded

correctly. ldentify any outliers and determine wittado about them.

oo

S@ oo

ROC Analysis — STAR Data

Select “Analyze” “ROC Curve”

Select one “Test Variable” (“STAR_SS” for the appriate benchmarking period)

Select “PSSA PASS” for “State Variable”

Enter “2” for “Value of State Variable.” This isagtng that we want to see how the “Test
Variable” predicts Failing the PSSA (i.e., “2” o0RSSA_PASS”).

Click Options and a new window will emerge

PowpbPE

o
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6. Within that new window, select “Smaller test resntticates more positive test.” So
what this means is that a smaller STAR score weilubed to predict a more positive test
(i.e., failing the PSSA Reading)

7. Select “Diagonal reference line,” “Standard ernod @onfidence interval,” and

“Coordinate points of the ROC Curve”

Select “OK”

The green diagonal in the graph represents rand@mce that you could predict failing

the PSSA (the “State Variable”). So you want tl@@(R the blue/purple line to be well

above the diagonal. Below is frorff 8rade fall....and the curve is excellent.
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Diagonal segments are produced by ties.

10.The Area in the table “Area Under the Curve” is wva interpret. AUCs above 0.7 are
considered good; 0.8 or higher is excellent; sowdfor 39 grade fall winter), the AUC
of .925 is excellent.
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| 925 | 017 | 000 | 802 | 950 |

The test result variable(s): Fall STAR SS has at least one tie between the
positive actual state group and the negative actual state group. Statistics may
be biased.

a. Under the nonparametric assumption
b. Null hypothesis: true area = 0.5

11. Note the subsequent “Coordinates of the Curve'ttailhese are the data copied back
into a separate excel file to compute Specifidifg;+, and LR-. (Excerpt from8Grade
Fall STAR is below)

Coordinates of the Curve
Test Result Vaniable(s): Fall STAR SS
Positive if
Less Than or

Equal To® Sensitivity | 1- Specificity
70.00 .000 .000
7250 017 .000
75.00 033 .000
80.00 050 .000
86.00 067 .000
92.00 .083 .000
9750 100 .000
101.00 A17 .000
105.50 133 .000
11050 150 .000
114.00 67 .000
116.50 183 000
119.00 .200 .000
125.50 217 .000
129 NN 217 nn4

12.0pen Excel file to populate for computing SpecificLR+, and LR-. Make sure that the
first three columns (Positive If Greater than....n§8vity; and 1-Specificity) are all
empty.
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13.Copy and paste all three columns of the “Coordmatehe Curve” table in SPSS,
making sure to get all rows as well. Then pasie time Excel file into the three empty
left-most columns.
a. Notice that once this step is completed, the nekinans (D, E, F, and G) will re-
calculate automatically.
b. An excerpt from 8 Grade Fall STAR is presented below

14.Now all the data needed to create the tables féiRSprediction ofFAILING PSSA are
available.
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